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An evaluation measurement in automatic text classification for authorship attribution

Abstract 
In authorship attribution, the task of correctly assigning an anonymized document to an author within a predefined 

set of subjects, various measurements to evaluate classification systems have been used in the research literature. 

As will be discussed in this article, some of these measurements may differ diametrically. For research purposes, the 

evaluation of an automatic text classification system, such as the one that may be used for authorship attribution, 

may report a number of different performance measurements. However, some of the previously used figures are 

either too optimistic or lack generalizability. In addition to this issues, law-oriented research has pointed out the 

importance of having an error rate for the legal admissibility not only of this type of text classification task but of 

any piece of potential evidence in general. Considering the circumstances, the use of a single measurement in 

authorship attribution is proposed in this paper. Also, the implications of using this figure instead of others presented 

by researchers are discussed. At the same time, the importance of presenting this measurement along other 

relevant experimental settings, such as the number of categories (or authors in this context), is explained. The 

discussion is supported with the presentation of a set of authorship attribution experiments that utilize data from 

users of crime-related social media.

Keywords: classification systems, evaluation measurements, authorship attribution

Resumen 
En la atribución de autoría, tarea que consiste en la asignación correcta de un documento anonimizado a un autor 

que es parte de un conjunto de sujetos, diversas medidas para la evaluación de sistemas clasificatorios han sido 

utilizadas por los investigadores del área. Como se argumenta en este artículo, algunas de estas medidas difieren 

diametralmente. Con fines investigativos, la evaluación de un sistema de clasificación automática de textos, como el 

que se puede llegar a utilizar en la atribución de autoría, puede reportar varias medidas diferentes sobre el desempeño 

del sistema; sin embargo, algunas de las figuras utilizadas previamente son, o bien demasiado optimistas, o bien 

poco generalizables. Además de estos problemas, la investigación en el ámbito legal ha enfatizado la importancia 

de contar con un índice de error para la aceptabilidad judicial no solo de este tipo de tarea de clasificación de 

texto, sino de cualquier prueba potencial en general. Por todo lo anterior, en este artículo se propone el uso de 

una medida única en la atribución de autoría. También se discuten las implicaciones de utilizar esta medida por 

encima de otras presentadas por algunos investigadores. Además, se expone la importancia de presentar esta 

medida en combinación con otras condiciones experimentales relevantes, como el número de categorías (o de 

autores en este contexto). La discusión se apoya de la presentación de una serie de experimentos de atribución 

de autoría que usan textos de usuarios de redes sociales relacionadas con el crimen.

Palabras clave: sistemas de clasificación, medidas de evaluación, atribución de autoría

Resumo
Na atribuição de autoria, uma tarefa que consiste na atribuição correta de um documento anônimo a um autor 

que faz parte de um conjunto de indivíduos, diversas medidas para a avaliação de sistemas de classificação tem 

sido usadas ​​pelos pesquisadores da área. Conforme argumentado neste artigo, algumas destas medidas são 

diametralmente opostas. Para fins de investigação, a avaliação de um sistema de classificação automática de 
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textos, como o utilizado na atribuição de autoria, pode reportar várias medidas diferentes sobre o desempenho 

do sistema, porém, algumas das figuras utilizadas anteriormente são muito otimistas ou pouco generalizáveis. 

Além destes problemas, a pesquisa no âmbito legal tem enfatizado a importância de se ter uma taxa de erro para 

a aceitabilidade judicial não só deste tipo de tarefa de classificação de texto, mas qualquer evidência em geral. 

Por tudo o que foi citado anteriormente, este artigo propõe o uso de uma medida única na atribuição de autoria. 

Também são debatidas as implicações associadas à utilização desta medida acima das demais apresentadas por 

alguns pesquisadores. Além disso, se expõe a importância de apresentar esta medida em combinação com outras 

condições experimentais relevantes, tais como o número de categorias (ou autores neste contexto).

A discussão baseia-se na apresentação de uma série de experimentos de atribuição de autoria que utilizam os 

textos dos usuários de redes sociais relacionadas com o crime.

Palavras chave: sistemas de classificação, medidas de avaliação , atribuição de autoria.

1.	 Introduction
The need to identify the author of some given text is 

commonly present in legal contexts. McMenamin (2002), 

for example, gathers a comprehensive list of cases in 

the United States which required some sort of author 

identification for a written document. The conditions to 

perform this identification may vary significantly, giving 

origin to a wide range of related tasks (Rico-Sulayes, 

2012). Among these tasks, authorship attribution 

represents an experimental design widely used for 

research purposes. This experimental design allows 

researchers to explore the possibility to respond to the 

legal need just mentioned. In authorship attribution, a 

system attempts to correctly assign an anonymized 

document to an author within a predefined set of subjects. 

Authorship attribution requires, then, a classification 

system. Given some document x, the system has to 

match this document to some individual in a set of 

potential authors {author a, author b, … author n}. This 

kind of exercise represents an idealized experimental 

setting, which allows researchers to obtain an error rate 

for their classification systems. Having an error rate 

is one of the desirable characteristics for any expert 

testimony to be admitted in court in the United States 

(Howald, 2008; Solan & Tiersma, 2004, 2005). 

If reporting an error rate has this level of importance for 

the practical application of authorship attribution, one 

would expect its definition to be well established in the 

literature. However, as this task has benefited from 

the widespread availability of computer implemented 

classification algorithms, a number of different 

measurements have been used to report the success 

rate of authorship attribution experiments. Given this 

variation in the calculation of a success rate, there has 

also been a disparity in the calculation and presentation 

of the complementary figure for an error rate. 

In this article, an analysis of a number of differing success 

rate figures in authorship attribution will be followed by a 

proposal to use a unique performance measurement. In 

order to argue for this proposal, experimental research 

results will be used. These results have been obtained 

conducting multiple authorship attribution tasks on users 

of crime-related social media.

2.	 Disparity in Authorship attribution 
performance measurements

In a classification task in general, a true positive 

(TP) represents a tested event correctly classified as 

belonging to its true class. Thus, in authorship attribution, 
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where the ultimate goal is to assign an anonymized 

document or text excerpt to its actual author among some 

given set of subjects, this correct assignment represents 

a TP. The proportion of TP obtained in a classification 

experiment is equivalent to the concept of accuracy. 

A figure complementary to accuracy is the false positive 

proportion. In any classification task, a false positive (FP) 

represents an event incorrectly classified as belonging 

to a class other than its true class. For authorship 

attribution, then, an FP is given by a document or text 

excerpt incorrectly classified as belonging to an author 

other than its true author. The proportion of FP is equal 

to the error rate. 

Table 1 below exemplifies a confusion matrix which 

is part of the results output commonly produced by 

classification software packages, such as Weka or 

SPSS. This table shows the accuracy or proportion of 

TP obtained for each of 10 categories in a classification 

task. This individual TP proportions are represented in 

the diagonal line formed by the cells with the same class 

in the x and y axes. Since in this example all classes 

have the same number of events or observations (ten), 

an average of these proportions is equal to the accuracy 

for the whole experiment. 

Table 1. TP and FP proportion for classification with ten categories 

In the context of authorship attribution, documents or text 

excerpts incorrectly classified as belonging to an author 

other than its true author are FP, the average proportion 

of FP per class is summarized in the right-most column 

of Table 1. Again, with a balanced number of events for 

all classes, an average of these proportions is equal to 

the error rate (ER) for an experiment as a whole. This 

figure is shown in the right bottom of the table. Since 

one event was incorrectly classified for class a, five 

for class b, and nine for class e, the total number of 

events incorrectly classified, fifteen, is divided by the 

total of events, 100. This renders an FP proportion or 

error rate of 0.15.

Understood as the proportion of TP, accuracy is the 

most commonly used performance measurement in 

information retrieval tasks (Manning, Raghavan & 

Schütze, 2008). When this figure is reported, the error 

rate is equivalent to the proportion of FP. However, 

in a comprehensive review of authorship attribution 
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studies, it is possible to find out that not all of them use 

the proportions of TP or FP as the central figures to 

evaluate their experiments. Surveying 33 authorship 

attribution studies, Rico-Sulayes (2012) identifies six 

studies that use either modifications of this measurement 

or completely separate, alternative figures. The rest of 

this part 2 will present and discuss these alternative 

performance measurements. 

A. An optimistic true negative proportion
In authorship attribution research, a performance 

measurement that has been used to report experiment 

results is the proportion of true negatives (TN). A total 

of two, out of the six articles mentioned above, use this 

alternative success rate figure (Chaski, 2005, 2007). In 

the general context of classification, a TN represents 

a tested event correctly classified as not belonging to 

a class other than its true class. In the specific context 

of authorship attribution a TN is equal to the correct 

classification of a testing document or text excerpt as 

not belonging to an author other than its true author. 

The problem associated with reporting the proportion of 

TN is that the success rate in this case tends to be too 

optimistic (Manning et al., 2008). For any problem that 

has more than two classes (or authors), the number of 

TN is much larger, compared to the number of TP. For 

example, in an authorship attribution experiment with 

documents by three authors, whenever the classification 

of a text renders one TP, it simultaneously gives two TN. 

This means that if a text is correctly assigned to its true 

author, it is tacitly not assigned to all the other subjects 

in the set of potential authors. Even if the assignment 

is wrong, the text is correctly not assigned to all other 

authors minus one.

The problem with this imbalance between TP and TN 

is that the number of TN grows at a very fast rate as 

the number of categories in the classification increases. 

Going back to the example in Table 1, with ten categories 

and ten events per category, a perfect classification 

exercise can produce a maximum number of 900 TN, 

compared to only 100 TP. This affects the proportion 

of both TP and TN because any number of negative 

assignments will have to be divided by this rather large 

number. As a result, the proportion of TN becomes very 

large and the proportion of false negatives (FN), the 

events incorrectly classified as not belonging to a class 

other than their true class, very small. 

Table 2 shows the same results for the experiment 

presented in Table 1, but they are expressed now 

in terms of TN and FN. In the context of authorship 

attribution, FN represent documents or text excerpts 

incorrectly classified as not belonging to an author other 

than its true author. In Table 2, the diagonal line formed 

by the cells with the same class in the x and y axes 

shows the proportions for FN per class. The average 

of these proportions is equal to the proportion of FN for 

the whole experiment. The right-most column of Table 

2 shows the proportion of TN for individual classes, as 

well as for the whole experiment at the right bottom.
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Table 2. TN and FN proportion for classification with ten categories 

As can be seen comparing Table 1 with Table 2, given 

the experimental conditions for the classification reported 

in these two tables, a TP proportion of 0.85 renders a TN 

proportion of 0.983, and a FP proportion of 0.15 gives a 

0.017 FN proportion. Namely, if the report of results for 

some experiment is done in terms of TN or FN, rather 

than TP or FP, the classification system seems much 

more effective, even if the experiment and its results 

are exactly the same.

The extreme scenario for this bias is present when there 

are many categories or events, and a low accuracy. Large 

TN numbers can render near perfect proportion figures, 

even when there are no correct assignments of events to 

their classes. For example, in an authorship attribution 

experiment with fifty authors and ten documents by each 

author, a 0 accuracy or TP proportion will still render 

a TN proportion of 0.9796 (which results from dividing 

24,000 correct negative rejections by 24,500 possible 

ones). This is at least the situation for classifiers that 

do not over generate TP. An example of this kind of 

classifier is the discriminant analysis, which has been 

extensively used in authorship attribution (Baayen et 

al., 2002; Chaski, 2005, 2007; Grant, 2007; Mikros 

& Argiri, 2007; Rico-Sulayes, 2011; Spassova, 2008, 

2009; Spassova & Turell, 2007; Stamatatos, Fakotakis 

& Kokkinakis, 2001; Tambouratzis & Vassiliou, 2007).

B. Non-generalizable, non-cross validated 
results 
Another issue in the evaluation of authorship attribution 

experiments is the use of non-cross validated results. 

Two authorship attribution studies out of the six 

mentioned at the beginning of part 2 offer results that 

were not cross validated (Grant, 2007; Spassova, 2009). 

Cross validation is a standard evaluation procedure in 

classification in general. It has also been extensively 

used in many tasks of computational linguistics (Jurafsky 

& Martin, 2008), the area to which automatic text 

classification belongs. Although there are various forms 

of cross validation, they all require dividing observation 

data into training and testing events. 

For a classification experiment, the training events 

are used to create a statistical model of the different 

categories. Then, the testing events are classified 

through a comparison with the statistical models created 

from the training data. Whenever a testing event is 

classified, it is not part of the training data used to build 

the category models. The process of setting apart some 
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section of the observation data to classify it is repeated 

recursively until all the events are classified without 

ever using them to build the category models in the 

classification system.

As noted above, there are different forms of cross-

validation. Two of the most common in classification 

tasks are leave-one-out cross validation and n-fold cross 

validation (Witten, Frank & Hall, 2011). In a leave-one-

out cross validation, all events but one in a category 

are used as training data. The held out event is then 

classified comparing it to the rest of the training data. 

The process is repeated until all events are classified 

(Burns & Burns, 2008). 

Another commonly used form of cross validation is 

n-fold cross validation. In an n-fold cross validation, 

all observation data is divided into n number of parts. 

The events in n-1 parts are used as the training data, 

and the events in the remaining nth part are classified 

based on the models created with the former data set. 

The process is repeated n times until all events are 

classified without having used any testing data during 

training (Jurafsky & Martin, 2008). 

Cross-validation is used to mitigate one common 

problem in the evaluation of predictive models, the 

limited availability of testing data (Witten et al., 2011). 

It is important to use as much data as possible to make 

the predictive models efficient, but including the testing 

data in their construction exposes the classification 

system to the answers it is supposed to find out on its 

own, making the system biased.

Beyond the bias of knowing the results in advance, a 

different kind of problem, also related to the lack of a 

cross validated design, is the use of either a too small 

or a too large set of actual testing data. If one sets apart 

a small portion of the observation data, and uses it as 

the only test, there is the risk that this testing data is not 

representative. Presenting results from experiments with 

a small, non-representative testing data set may lead to 

wrong expectations about the performance of a given 

system once it is applied to new data. On the contrary, 

if we use a significant portion of the observation data, 

we may not have enough information in the training set 

to build an efficient model for all categories. Using cross 

validation, all available data is tested at some point, and 

a large portion of the available data is always utilized to 

create the statistical model for each category.

The specific issue with the lack of cross validated 

experiments in Grant (2007) and Spassova (2009) is 

the use of very small testing sets, from which is difficult 

to generalize any trend. Grant (2007) uses a very small 

testing set with three events only. He calls these events 

“query” cases. Spassova (2009) also uses non-cross 

validates results for twelve events, which she calls 

pseudo-anonymous cases. Some statistical programs 

allow the researcher to classify testing sets one by one, 

so the researcher can design manually what information 

gets in each nth part of a cross validation. However, in 

order to render generalizable results, researchers are 

expected to either use larger, representative testing data 

sets or continue with the classification of all nth parts. 

Failing to comply with any of these two requirements, the 

classification results lose their statistical generalizability.

C. A reduced set of authors 
One last issue in the report of results for authorship 

attribution has to do with the manipulation and further 

selection of categories. In the context of authorship 

attribution, this implies a reduction of the set of authors 

in the experiment. With experiments in this task usually 

going from 2 to 100 authors (Rico-Sulayes, 2012), 

Koppel, Schler & Messeri (2008) and Koppel, Schler 

& Argamon (2009) attempt to perform a classification 

with a very large set of 10,000 authors. To tackle this 

task, these researchers devise a statistical technique 

to identify documents whose authors are especially 
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difficult to distinguish from others because their use of 

classificatory features is very similar. After identifying and 

eliminating a very large portion of the categories most 

difficult to classify (namely, the authors whose writing 

is especially hard to discriminate), the researchers’ 

accuracy or TP proportion increases significantly.

In order to interpret the results obtained through this 

method of elimination of difficult categories, it is important 

to contextualize authorship attribution as a biometric 

test. Although this task is not traditionally included in 

biometrics manuals (Petrovska-Delacretaz, Chollet 

& Dorizzi, 2009), its goal, identifying the author of an 

anonymous text by comparing the writing samples of a 

set of individuals, matches the definition of a biometric 

process (Zvetco Biometrics, 2012). Regarding biometric 

processes, Bolle et al. (2004) note that the elimination 

of poor data, usually events or observations, may be an 

acceptable quality control practice in the construction of 

biometric databases, but it can make the evaluation of 

a classification system “look arbitrarily good” (p. 166). 

Besides this problem, an even bigger issue is raised 

when not only are biometric events eliminated by means 

of substituting them with better quality events (as when 

a fingerprint or picture is retaken), but there is actually 

an elimination of biometric subjects or categories from 

the observation data.

Applying progressively their technique to eliminate 

difficult categories, or authors hard to distinguish from 

others, Koppel et al. (2008) achieve a TP proportion of 

0.9 for 30% of the subjects in their original database. A 

similar result is obtained in Koppel et al. (2009), where 

the scholars achieve a TP proportion of 0.882 for 31.3% 

of all the subjects in their full database. In the first study, 

the researchers argue that their technique is equivalent 

to an “I don’t know” comment or expert opinion in a law 

enforcement scenario. However, they do not report any 

legal cases or consultation where their method has been 

used and accepted. Despite of their admissibility in the 

legal context, which is not argued for by the researchers, 

the results in these studies represent only a fraction of 

all authors in the whole database. Considering all the 

original data, the actual TP proportion for the whole 

data base of authors in Koppel et al. (2008) is 0.27 

and 0.276 in Koppel et al. (2009). Therefore, without 

a reduced set of categories, the overall TP proportion 

in the classification of the entire data set looks much 

less effective.

3.	 Application of a single measurement 
under relevant experimental conditions

The lack of consistency in the presentation of results 

in authorship attribution, as has been exemplified in 

part 2, represents a major drawback for the practical 

application of this biometric task. As commented in part 1, 

presenting an error rate can be a decisive characteristic 

for the legal admissibility of expert testimony in countries 

like the United States (Howald, 2008; Solan & Tiersma, 

2004, 2005). For this reason, this article proposes the 

use of a single, unified success rate figure, accuracy 

or the proportion of TPs, to report experiments results 

in this task. Its complementary figure, the proportion of 

FP, is proposed as a standardized error rate. As to the 

three alternatives for the evaluation of classifications 

systems discussed above, the proportion of TN (section 

2-A), the use of non-cross validated results (section 2-B), 

and the optimization of the observation data through the 

elimination of categories (section 2-C), they all posit 

significant problems. 

The most important weaknesses in these three 

alternative evaluation frameworks are, for the first 

and third alternatives, the excessive optimism of the 

reported figures, and for the second alternative, the 

lack of generalizability of the estimated performance 

for the classification system. In face of these problems, 

the TP proportion represents a more stringent, but 

realistic approach. In this sense, the author of this 

article believes that instead of devising new evaluation 
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systems, it is more useful to present the formerly 

proposed measurement (TP proportions) along other 

relevant experimental settings, such as the number of 

categories in the classification task.

Although the number of categories in authorship 

attribution is usually presented by researchers (all 33 

studies surveyed in Rico-Sulayes, 2012, do include this 

piece of information), exploring the effect of the number 

of categories in the classification as it progressively 

increases or decreases, is not very common in the 

literature. Only two out of the 33 studies mentioned 

present the success rate of their experiments along four 

or more intervals in the number of categories (Grieve, 

2007; Zheng et al., 2006). 

This piece of information, a gradually changing number 

of categories, is important because this experimental 

condition has been shown to influence the success rate 

of the classification. In both, Grieve (2007) and Zheng et 

al. (2006), as well as in another study that uses less than 

four intervals for the number of categories (Argamon, 

Šarić & Stein, 2003), it has been shown that there is a 

decrease in the success rate of authorship attribution 

experiments as the number of subjects included in 

the classification task increases. In order to show the 

consistency and appropriateness of presenting the TP 

rate along several intervals for the number of categories 

in the task, this article presents the results in a series of 

very successful authorship attribution experiments with 

up to 40 categories.

A. Experimental data
The data for the following experiments has been 

harvested from what was one of the first online forums 

devoted to the topic of organized crime in Mexico (Foros 

Blog del Narco, 2010). With a complex history that has 

resulted in the murder of some of their users, this type 

of social media appeared in this country in 2010. The 

online forum retrieved here was created in April of that 

year. Six months after its creation, when it had become 

popular in the media (Rico-Sulayes, 2011), 41,751 users’ 

contributions were spidered from the forum. Once this 

collected data was processed and cleaned, 37,571 

contributions posted by 1,026 logged users with a total 

2,128,049 word tokens were used to build 39 data sets. 

With an increasing number of categories, from two to 

forty authors, these data sets included contributions 

from prolific users. Users were considered prolific if 

they had posted a minimum of 40 contributions, with at 

least 2,000 words of original text.

B. Classification method
In order to perform an authorship attribution task in 

the 39 data sets described in section 2-A, the most 

commonly used classification algorithms in this task (the 

decision tree C4.5, discriminant analysis, multivariate 

naïve Bayes, the Bernoulli model of naïve Bayes, and 

support vector machines) were tested, along a number 

of classificatory feature sets (Rico-Sulayes, 2014). These 

various feature sets were built from an original list of 

features that included nineteen structural features (such 

as the use of font colors, emoticons, and hyperlinks), 

132 syntactical features (sequences of function words, 

mostly prepositions and conjunctions), and up to 13,098 

lexical features (including primarily word forms or types). 

The different data sets tested were produced using three 

stochastic techniques to select discriminatory features 

(the two most common techniques in the task, plain 

frequency and information gain, as well as correlation-

based feature subset selection). With a total of 780 

experiments, this article reports the results for the most 

successful combination of a classifier and a feature set 

over the 39 data sets.

C. Result analysis
The best averaged result over all data sets (0.947) was 

obtained by the multivariate naïve Bayes classifier in 

combination with a feature set stochastically reduced 

using an information gain score greater than zero. 
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Figure 1 below shows the TP proportion obtained by 

this classification method in 20 different intervals for the 

experiments with an ever number of categories, from 

two to 40 authors.

Figure 1. TP proportion at twenty category intervals 

Although the most successful classification method 

remains fairly steady in its results with the different data 

sets, a trend in its accuracy to decrease as the number 

of categories increases can be appreciated in Fig. 1. This 

is consistent with the research in the area, mentioned 

at the beginning of this part 2 (Argamon et al., 2003; 

Grieve, 2007; Zheng et al., 2006). Besides, this tendency 

can be also observed in the rest of the experiments 

with the other classifiers and feature sets mentioned in 

section 3-B. This is an example of how using a unified 

performance measurement makes research efforts 

comparable and consistent. This comparison may be 

difficult and the consistency simply unattainable when 

alternative evaluation frameworks are used.

D. Discussion
Besides the just mentioned number of categories in 

the classification, there are other variables whose 

effect has been studied by researchers. An example 

of this is the effect of the size of the training data set in 

the classification performance (Burrows, 2002; Peng, 

Schuurmans, Keselj & Wang, 2003; Stamatatos et al., 

2001; Zheng et al., 2006). Consistent in the four studies 

just cited, a trend has been found in the TP proportion 

to improve as the amount of training data increases, in 

terms of either words (Burrows, 2002) or documents 

(Peng et al., 2003; Stamatatos et al., 2001; Zheng et 

al., 2006).

What is interesting regarding this variable is that there 

is one more study that explores the effect of the amount 

of training data in the classification (Grant, 2007), but it 

finds the opposite trend, a decrease in accuracy as the 

amount of data in the training set increases. Although 

the author of this article does not compare his results to 

the four previous studies exploring this variable effect, 

it is worth noting that Grant’s article is one of the six 

studies reviewed in section 2-B, and whose lack of 

generalizability due to its non-cross validated designed 

was pointed out at the beginning of this part 2.
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4.	 Conclusions
This article has identified a lack of consistency in the 

report of the success rate and the complimentary 

error rate by authorship attribution researchers. The 

importance of these two measurements has been 

identified, as stated in the legal literature that discusses 

the practical implications of this text classification task. 

Given this importance, the disparity of performance 

measurements has been discussed and a single 

evaluation measurement has been proposed. 

The consistency that can be achieved when using a 

unique measurement has been shown through the 

presentation of a wide range of experiments and the 

comparison of experiments with the best results to results 

in previous research. In this sense, it has also been 

shown how the studies that do not follow the standard 

evaluation here argued for may go astray in their findings 

and differ from what the rest of the related research 

shows.
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